
Quantum Computation aims at providing 
us with great advances in the solution of 
some problems for which we know no 
efficient algorithms using the classical 
computer models and systems are 
available [1].

In this project we have created a 
simulation environment for 
testing quantum algorithms. Our 
implementation is based on a 
high level interface in 
Mathematica called Quantum, 
connected to C++ code capable 
of communicating with a GPU. 
Our project allows quantum 
scientists to enhance the 
performance of quantum 
computing simulations using a 
single PC equipped with an 
NVIDIA CUDA-compatible GPU.  

The adiabatic quantum algorithm we 
have simulated [4] consists of the 
design of a time-dependent 
Hamiltonian which can be separated 
into three parts: an initial Hamiltonian 
which encodes the ground state of the 
system, a driving Hamiltonian, in 
charge of taking the system from the 
initial state to the final state and the 
final Hamiltonian, created from an 
energy function which will give every 
possible state an energy level 
proportional to the number of 
unsatisfied clauses. 

An energy function for this algorithm 
depends on the instance and is 
constituted by a sum of smaller energy 
functions, one for each clause. The 
ground state of the final Hamiltonian 
encodes the solution to the problem.

Our tests were run using a PC with Intel Core 2 Duo processor @ 2.66GHz, 8GB of RAM memory running with 
Windows Vista and an NVIDIA Geforce GTX 8800 video card of 512MB of video memory and 128 parallel cores. 
The simulation environment currently runs on Mathematica 7.
 Based on our results, we observe that the number of qubits simulated using our GPU tools easily double the 
ones simulated on a CPU using our setup. These results are possible due to the combination of two 
characteristics in our simulation: firstly, we aid the simulation tasks with the power of multi-core GPU processing 
with kernels designed to take advantage of the special memory, thread management and synchronization 
capabilities of NVIDIA cards. Secondly, we simulate quantum parallelism directly with classical multicore 
parallelism, which allows us to exploit the GPU occupancy factor to the maximum on every run.
.
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Figure 4: CPU and GPU execution times for different 
instances of the 3SAT problem.

Figure 3: CPU and GPU simulation times for different 
number of qubits.

Figure 2: Information Flow among Quantum, Mathematica, 
Mathlink,  C/C++, CUDA and GPUs.
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Figure 1: Quantum, multi-core and serial computational approaches

Figure 5: CPU and GPU execution times for different instances 
of the  3SAT problem.

We have tested our platform 
simulating hard instances of the 
3SAT problem [2]. The problem is 
NP-complete, and becomes 
particularly difficult to solve when 
the ratio of number of clauses to 
number of variables is about 4.2   
[3]. 
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