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Our tests were run using a PC with Intel Core 2 Duo processor @ 2.66GHz, 8GB of RAM memory running with
Windows Vista and an NVIDIA Geforce GTX 8800 video card of 512MB of video memory and 128 parallel cores.
The simulation environment currently runs on Mathematica 7.

Based on our results, we observe that the number of qubits simulated using our GPU tools easily double the

ones simulated on a CPU using our setup. These results are possible due to the combination of two

characteristics in our simulation: firstly, we aid the simulation tasks with the power of multi-core GPU processing

with kernels designed to take advantage of the special memory, thread management and synchronization

capabilities of NVIDIA cards. Secondly, we simulate quantum parallelism directly with classical multicore

parallelism, which allows us to exploit the GPU occupancy factor to the maximum on every run.
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